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Motivation

Neural networks are powerful, but complex!
Analysis is hard:

o  Many possible “right” answers
o  GPT-3 has 175 billion parameters

Network creation still more art than science

Complexity can mask undesirable behavior:

IBM’s “Watson for Oncology” cancelled after unsafe treatment
recommendations

Tesla tricked into speeding by researchers using electrical tape
Amazon ditched Al recruiting tool that favored men for technical

jobs
TrojanNet: Embedding Hidden Trojan Horse Models in Neural
Networks

MLC@Home seeks to understand how neural
networks encode knowledge, characterize a

model’s limits, and develop new methods to
evaluate the effectiveness and fitness of a model.

THIS 15 YOUR MACHINE LEARNING SYSTET?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSLJERS ON THE OTHER SIDE.

WHAT I THE ANSLERS ARE RONG? )

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT.



https://spectrum.ieee.org/biomedical/diagnostics/how-ibm-watson-overpromised-and-underdelivered-on-ai-health-care
https://spectrum.ieee.org/biomedical/diagnostics/how-ibm-watson-overpromised-and-underdelivered-on-ai-health-care
https://www.cbsnews.com/news/tesla-tricked-into-speeding-by-researchers-using-electrical-tape/
https://www.theguardian.com/technology/2018/oct/10/amazon-hiring-ai-gender-bias-recruiting-engine
https://www.theguardian.com/technology/2018/oct/10/amazon-hiring-ai-gender-bias-recruiting-engine
https://arxiv.org/abs/2002.10078v2
https://arxiv.org/abs/2002.10078v2
https://xkcd.com/1838/

MLC@Home

MLC@Home is an umbrella project which harnesses volunteer
computing power from around the globe to support projects which

study the how and why of neural networks. Project areas include:

Model meta analysis

Reproducibility studies

Hyperparameter and Architecture search
Neuro-Evolution

Out of scope: narrowly-applicable point solutions to specific
problems, chasing SoTA, etc.

Current status:

Live running project since July 2020

2200+ volunteers, 7800+ computers

Linux, Windows, amd64, ARM, CUDA, and ROCm support
Active community on Forums, Discord, and Twitter

First project, MLDS, releasing results today!

:Machine Learning Comprehension@Home :
Home BOINC Project Page FAQ MLDS Datasets
MLC@Home is a distributed computing project dedicated to understanding and interpreting complex

machine learning models, with an emphasis on neural networks. It uses the BOINC distributed computing
platform.

Opening the Black Box Status RUNNING
2263 Volunteers 7873 Hosts

Neural Networks have fuelled a machine Tasks:

learning revolution over the past decade that THIS 15 YOUR ACHINE LEARNING SYSTET? 145378 Queued 19116 Running

has led to machines accomplishing amazingly YUP! YOU POUR THE. DATA NTO THIS BG W{[]

PILE OF UNEAR ALGEBRA, THEN (OLLEC

complex tasks. However, these models are THE ANSLERS ON THE OTHER SIOE. Progress:

largly black boxes: we know they work, but “’WFWWWEM?J -DS1: B s5%

they are so complex (up to hundreds of A R LY -DS2: N 83%

nillions of parameters!) that we struggle to -DS3m1: 100%

understand the limits of such systems. Yet 3? -DS3m2: 100%

understanding networks becomes extremely . -DS3m3: I 66%
0

important as networks are deployed in safety &
critical fields, like medicine and autonomous T
vehicles. Models must be vetted for

robustness against adversarial examples, i
biases need to be identified and

compensated for, and boundaries for what
the network will produce need to be identified.

News

Tweets vy

What MLC@Home Does

MLC@Home provides an open, collaborative platform for researchers studying OINC workshop
machine learning comprehension. It allows us to train thousands of networks in ext weel sent MLC and
parallel, with tightly controlled inputs, hyperparameters, and network structures. ‘

We use this to gain insights into these complex models. Read more at

MLC@Home's initial project, the Machine Learning Dataset Generator (MLDS), will
generate a large dataset of simple networks trained with both clean and



Machine Learning DataSet Generator (MLDS) UMBC

To understand neural networks, you need a /ot of examples.
Then we can use those examples to do meta-analysis of the  Dataset 1: 4257050000 Dataset 2: 41818/50000

. . . N 100 500 1000 5000 10000 N 100 500 1000 5000 10000
resulting models. MLC@Home’s first project, MLDS, = i

singleDirectMachine. 100 500 1000 5000 10000 ParityModified 100 500 1000 1583 | 1583

generates th|S dataset. EightBitMachine 100 500 1000 5000 10000  EightBitModified 100 500 1000 5000 10000

SingleinvertMachine 100 500 1000 5000 10000 SimpleXORModified = 100 500 1000 5000 10000
SimpleXORMachine = 100 500 1000 5000 10000 SingleDirectModified 100 500 1000 5000 10000

ParityMachine 100 500 1000 2566 2566 SinglelnvertModified 100 500 1000 5000 10000
e Volunteers compute thousands of neural networks Catacet s
atase
e Three different kinds of training data overall Completed: : 663581757338
Milestone 1 (100x100) : COMPLETE (10000/10000)
L4 Questions: Milestone 2 (1000x100) : COMPLETE (100000/100000)
Milestone 3 (10000x100) :
o) Can we |dent|fy the dataset Used tO train a 6795 6820 6828 6456 6761 6513 6452 5783 6815 6240
5865 6525 6679 6828 5799 6416 6686 6783 6690 6776
model') 6753 6793 6807 6823 6722 5482 6791 6662 6743 6802
6789 6699 6705 6776 6776 6451 6767 6515 6806 6754
o) HOW many examp|es are needed’? 6757 6819 6710 6703 6794 6784 6648 6799 6260 5944
6774 6823 6496 6641 6793 6770 6789 6613 6811 6797
o Are there diﬁ-’erences between CPU and 6828 6799 6181 6342 6779 6802 6766 6749 6796 6817
6667 6791 6828 6798 6217 6813 6796 6804 6802 6802
GPU_trained models’? 6789 6821 5516 6829 6475 6725 6831 6191 6797 5973
6807 6812 6662 6641 6812 6601 6805 6795 6619 6452
e  Capture training process metadata, as well as final
< 25% 25% - 75% >75% 100%
output

To date, MLC@Home volunteers have generated over 750,000 example neural networks to enable this
analysis. To our knowledge, this is by far the largest dataset of its type in the field.



MLDS Results
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Figure 4: MLDS-DS3 UMAP weight space projections for 5 randomly-selected automata.




MLDS Results UMBC

Machine SVM DecisionTree RandomForest MLP AdaBoost NaiveBayes

EightBit 87% 78% 96% 91% 94% 99%

SingleDirect  96% 81% 95% 96% 99% 100%

SingleInvert  52% 49% 52% 53% 48% 55%

SimpleXOR  86% 85% 91% 85% 94% 99%

Parity 63% 55% 1% 66% 69% 61%
Table 2: Classifiers attempting to classify whether a given network is from of DS1 (normal) or DS2 (modified)
for N=1000 samples of each, 800 training, 200 validation.




Future Plans

MLC@Home is here for the long term Summary
Plenty of fun and interesting research questions to
explore If you want to help advance scientist’s
understanding of machine learning and artificial
MLDS intelligence, make these technologies safer and
easier to use in the real world, and participate in a
e Current workload to produce 1.1 million networks dynamic and exciting field, join MLC@Home!
e MLDS has plans for CNN, fully connected, and
Transformer examples, and more e Volunteer
o  CPU and GPU equally useful!
Needs e Collaborate

o  New experiments
o  Technical Help
e Community
o Home https://www.mlcathome.org/
BOINC Forums

e Scientific collaborators
o Unique and powerful platform
o  Public dataset available today!

e Technical Twitter @MLCHome2
o  Data scientists / engineers Discord https://discord.ga/ZX75hr27
o  C++ developers Email micathome2020@gmail.com
o  System administrators / moderators Git https://gitlab.com/micathome/



https://www.mlcathome.org/mlds.html
https://www.mlcathome.org/mlcathome/forum_forum.php
https://twitter.com/MLCHome2
https://discord.gg/ZX75hr27
mailto:mlcathome2020@gmail.com
https://gitlab.com/mlcathome/

Thank you!

Questions?

MLC@Home: A Distributed Platform for
Studying and Understanding Neural Networks

John Clemens < >
Cognition, Robotics, and Learning ( ) Lab

University of Maryland, Baltimore County ( )
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MLC@Home and BOINC

BOINC provides a solid foundation to build MLC@Home, the
community embraced the project from the beginning. Largely
positive experience.

Home BOINC Project Page FAQ MLDS Datasets

Issues:
MLC@Home is a distributed computing project dedicated to understanding and interpreting complex
machine learning models, with an emphasis on neural networks. It uses the BOINC distributed computing
platform.
e Each network trains in a variable amount of time, but BOINC
L . Opening the Black Box Status
expects WUs to take a similar amount of time 2263 Volunteers 7873 Hosts
Neural Networks have fuelled a machine Tasks:
learning revolution over the past decade that THIS 15 YOUR ACHINE LEARNING SYSTET? 145378 Queued 19116 Running
has led to machines accomplishing amazingly X;ﬁx&{’*&”&g&’“&mﬁ“ Latest News I 1
1 H complex tasks. However, these models are THE ANSLERS ON FE OTHER SIDE. Progress:
® Va | I d atlo n largly black boxes: we know they work, but WHAT IF HE ANSUERS ARE LRONG? 559
f . » they are so complex (up to hundreds of A R LY - DS2: B 3%
o  There’s not one “right” answer sl of parameters!) that w strugole o " psam: 100%
.. understand the limits of such systems. Yet 100%
o  Two networks that perform well on the training set understanding networks becomes extremely - o
important as networks are deployed in safety
H I H i critical fields, like medicine and autonomous
might have massively different weights 4 i e i
robustness against adversarial examples,
biases need to be identified and <
) . ) compensated for, and boundaries for what Tweets vy
() ML |S hlghly envn‘onment dependent the network will produce need to be identified.

% MLC@Home
o  VirtualBox means you can’t use GPU What MLC@Home Does I e

A proper update this week!

o) PyTOT'Ch dld n’t a”OW StatIC Com plllng MLC@Home provides an open, collaborative platform for researchers studying

machine learning comprehension. It allows us to train thousands of networks in
parallel, with tightly controlled inputs, hyperparameters, and network structures.
We use this to gain insights into these complex models. Read more at

MLC@Home's initial project, the Machine Learning Dataset Generator (MLDS), will
generate a large dataset of simple networks trained with both clean and




MLDS Results
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